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Digital cameras are fun! You press
the button, and seconds later you see a full-
color image on the camera’s LCD or your
computer’s monitor. But in those few seconds,
the camera has gone through an elaborate
color-processing chain to create that full-color
rendering. To develop the process that pro-
duced your image, even more has gone on in
the heads of the camera design engineers—
long before you pressed the button.

Dreaming up a design
If you have never designed a digital camera

before, you might naturally start by using three
or four image sensors to capture a color image
of a scene.1 Your first block diagram of the
camera’s optical path might look like Figure 1.

In Figure 1, the taking lens forms an image
of the scene on each detector. This design
includes a place for a bank of filters that oper-
ates on all the optical paths. It also includes a
place for three separate banks of spectrally
selective filters to enable each sensor to detect
a particular color channel—for example, red,
green, or blue.

In principle, this arrangement would work
and, in fact, some professional digital cameras
use this design. The problem is that this is a
very expensive approach. Generally, the sen-

sor is the most expensive component of the
digital camera; it can easily account for 10%
to 25% of the total cost. So, if you wish to
make a digital camera priced for the typical
consumer, you must settle for a design with
as few sensors as possible.

Before Oz: Starting in a black-and-white world
The solution for most digital camera design-

ers is to use a single sensor and to cover that
sensor’s surface with a mosaic of colored filters.
This kind of sensor is called a color filter array,
or CFA (see Figure 2). In essence, each pixel
has its own spectrally selective filter to peer
through. Figure 3 shows two popular CFA pat-
terns used today. Many more CFA designs
exist,2 and still more are being invented. 

Figure 4 is a typical image taken with a cam-
era outfitted with the RGB CFA pattern in
Figure 3. The first thing to note is that the
image appears to be black and white! The next
thing to note is the checkerboard pattern
throughout the image. This is due to the CFA.
Looking at the face in Figure 4, the bright pix-
els correspond to the red CFA filters—so, they
are “red pixels.” The dark pixels correspond
to the green and blue CFA filters—“green”
and “blue” pixels. The red pixels are brighter
because skin tones reflect more red light than
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green or blue light. Each pixel is surrounded
by pixels of the other two colors.

Our final observation about this image is
that the pixels are generally much smaller than
the image’s significant details. For example, it
takes a large number of pixels to represent the
face. Given the last two observations, you
should be able to estimate the “missing” color
values for each pixel by examining the color
values of neighboring pixels. This process is
called CFA interpolation.

Follow the yellow brick road
Let’s look at the processes of CFA interpo-

lation and color calibration. This will help us
address the more fundamental questions of
which CFA pattern to use for a given appli-
cation and what to consider if you decide to
design your own CFA pattern.

The first step in most CFA interpolation
methods is to produce a fully populated lumi-
nance color plane. This luminance color plane
(or luminance record) will contain most of the
spatial information in your CFA image. If
generated properly, it will look like a reason-
able gray-scale rendering of your image. With
a CMYG CFA pattern, you might create a
luminance record using the equation

where V is the luminance value. With a RGB
CFA pattern, you might define the green
channel to be the luminance record and sim-
ply work to find the missing green values. You
can do this because the spectral response of a
green filter looks like the spectral response of
the eye’s luminance channel.

Because the luminance record contains
important spatial information, you need to
preserve as much spatial detail as possible dur-
ing the computation process. One simple
method of determining the missing luminance
data without preserving spatial detail is sim-
ple convolution. For example, consider the
CMYG pattern from Figure 3. If you wish to
calculate a luminance value for each four-way
intersection in the array, you could average the
pixel values of the four pixels surrounding each
intersection. This could be done very quickly
in hardware or firmware and is, in fact, how

many video cameras get the
job done. The problem is that
this averaging blurs sharp
edges, producing small, peri-
odic errors in the luminance
estimates. Subsequent color
processing can amplify these
errors and translate them into
colored fringes at sharp edges.
In a video sequence, however,
these fringes might go unno-
ticed. If the errors are too big
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Figure 4. A typical CFA
image captured with the
RGB CFA in Figure 3.

Taking lens Detector 1Scene
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Optical
filters

Figure 1. Initial optical-path block diagram for a digital camera.

Taking lens DetectorScene

Filter CFA

Figure 2. Single-sensor optical-path block diagram for a digi-
tal camera.
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Figure 3. Two popular color filter arrays. R stands for red, G for
green, B for blue, M for magenta, C for cyan, and Y for yellow.
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to ignore, you can always sharpen the lumi-
nance channel after interpolation. If you do
sharpen the luminance channel, you must take
care not to sharpen too aggressively, or you will
simply exchange luminance prediction errors
for sharpening artifacts in your final image.

If you are working with an RGB pattern
(see Figure 3), you can do the same type of
fast processing by averaging the four green
pixels around each red and blue pixel to pro-
duce your missing green values. This process
will also blur edges, however. So, a better
scheme, at least for digital still cameras, is to
employ a nonlinear, adaptive strategy.3 For
each pixel, you perform edge detection using
neighboring pixels and attempt to average
only along edges, rather than across them. 

Consider Figure 5. The pixels to the left of
the edge have larger pixel values, and the pix-
els to the right have smaller pixel values. To
estimate the missing green value of the blue
pixel, you have three obvious choices. You
could average all four adjacent green pixels,
just the two horizontally adjacent pixels, or
just the two vertically adjacent pixels. Clear-
ly, you want to use only pixels to the right of
the edge, so you choose the two vertically adja-
cent pixels. But how do you make that choice
algorithmically? You could simply calculate
the absolute difference between the horizon-
tally adjacent greens and compare it with the
absolute difference between the vertically adja-
cent greens. The direction with the smaller
value would get the nod. If you wished, you
could compare both differences against some
predetermined threshold value. If both dif-
ferences are less than the threshold, you would
conclude there are no edges in the region and
then use a four-way average.

Of course, there are some problems with
this technique. What if the edge is diagonal-
ly oriented? And, what if you are looking at
an image of a picket fence where the slats and
the gaps between slats are each one pixel wide?
In both cases, the horizontal and vertical dif-
ferences will be similar, though, in the case of
the picket fence, you most definitely want to
average along the slats and not across! In the
case of the diagonal edge you seem to end up
with a poor answer no matter what you do.
You cannot even take diagonal differences and
make diagonal averages because there are no
green pixels along the diagonals!

One solution to some of these problems is
to simply use a larger region around the pixel
in question and press more pixels into service.
Consider expanding the 3 × 3-pixel neigh-
borhood of Figure 5 into the 5 × 5-pixel
neighborhood of Figure 6.

Now, here’s the trick. You assume that the
green and blue pixel values are perfectly cor-
related to within a simple offset for this larg-
er pixel neighborhood, that is, 

B = G + k

where k is the offset for the neighborhood. In
practice, this turns out to be a pretty decent
assumption for most portions of an image. As
a result, instead of only having two horizontal
green pixels and two vertical green pixels to
work with, you can now use all five horizontal
green and blue pixels running through the cen-
ter of the neighborhood, as well as all five ver-
tical green and blue pixels running through the
center of the neighborhood.4 (If you are calcu-
lating the missing green value for a red pixel,
simply replace every mention of the color blue
with the color red in the preceding discussion.)

Clearly, you can keep enlarging the size of the
pixel neighborhood and increasing the com-
plexity of the edge detectors and missing-value
predictors. It is up to the digital camera design
engineer to decide when the added cost of
improving this luminance calculation outweighs
the corresponding image quality improvement.

Once you have fully populated the luminance
record, you need to create two chrominance
records. Usually, creating the chrominance
records is much easier than creating the lumi-
nance record. Because there is very little spatial
information in chrominance records, you can
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Figure 5. CFA pixel neigh-
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edge.
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Figure 6. Expanded CFA pixel neighbor-
hood with a vertical edge.
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ignore all edge location considerations and sim-
ply work with the smallest pixel neighborhoods
that contain values from all color channels. The
two chrominance channels are classically know
as CR (the red channel) and CB (the blue chan-
nel). For the CMYG system of Figure 3, you
can define these chrominance channels as 

Again, at each four-way intersection of the
CFA is all the information you need to calcu-
late both CR and CB. If you are calculating
luminance values for the center of the pixel
rather than at the four-way intersection, you
can use a simple two-dimensional linear inter-
polation to calculate chrominance values that
are coincident with the luminance estimates.

For the RGB CFA of Figure 3, you can
define CR as red minus green and CB as blue
minus green. At blue and red pixels you
already have a green (luminance) estimate, so
calculation of CB and CR is trivial. To get the
remaining chrominance value at these pixels,
you simply average the four diagonally adja-
cent chrominance values (see Figure 7a).

Depending on where you are in the CFA,
the CRs and CBs might be swapped, but the
calculation is the same. In the case of green
pixels (see Figure 7b), you average the two
horizontal neighbors and the two vertical
neighbors to estimate the two missing
chrominance values. Again, the locations of
the CRs and the CBs might be swapped, but
the calculation is the same.

Once you have a luminance and two
chrominance values for each pixel location,
you have a full-color rendering of the image!
If you want to view this image on a CRT or
some other device that works with RGB sig-
nals, you can simply convert your V, CR, and
CB data into RGB.

Seeing the world in living color (Toto, I don’t
think we’re in Kansas anymore...)

Let’s assume you convert your new full-color
image to RGB and then display it on your CRT.
You will probably not be very happy with what

you see. First, you need to adjust the image to
have the right tone scale for the gamma of the
monitor. After that, there will still be problems.
The image’s colors will be very desaturated, and
some colors might have the wrong color
name—for example, yellows might look orange.
So, clearly, you are not done. The problem is
that there is no guarantee that the spectral sen-
sitivity characteristics of the RGB channels gen-
erated by the CFA interpolation are an
appropriate match for the spectral emission
characteristics of your CRT phosphors.5

Fortunately, your friendly neighborhood
color scientist comes to the rescue! Working
explicitly with the human visual system’s inter-
nal and highly nonlinear image-processing
path is a quick way to getting buried in hope-
less complexity—and we still don’t know
exactly how everything works. Thus, color sci-
entists use a very simple linear model of color
perception that works extremely well in most
applications. This model describes color in
terms of what are called tristimulus values:

The terms x, y, and z are called color-match-
ing functions, and they represent the sensi-
tivities of the human visual system’s three color
channels. Most color science books tabulate
these functions,6,7 and we will consider them
fixed (see Figure 8, next page). The term Φ(λ)
is the stimulus function, which takes on one
of three forms:
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Figure 7. Blue pixel (a) and green pixel (b)
chrominance neighborhoods for the RGB
CFA of Figure 3.
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For opaque objects, Φ(λ) = S(λ)R(λ).
For transparent objects, Φ(λ) = S(λ)T(λ).
For light sources, Φ(λ) = S(λ).

In these equations, S(λ) is the spectral power
distribution of the light source, R(λ) is the
spectral reflectance of an object, and T(λ) is
the spectral transmittance of an object. ∆λ is
the wavelength resolution of the color-match-
ing and stimulus functions, and k is a nor-
malizing constant. Finally, X, Y, and Z are the
tristimulus values. If two objects have the same
sets of tristimulus values, we would say they
have identical colors—that is, they appear to
be the same color to your visual system.

So, to fix your CFA-interpolated image col-
ors, you perform a color calibration based on
the system just described. First, you gather the
appropriate data. You begin by capturing an
image of a color test chart. This test chart is
nothing more than a collection of several small
patches, each patch corresponding to a dif-
ferent color. Next, you perform CFA inter-
polation on your image to create a full-color
RGB rendition. After that, you need to make
sure that the pixel values scale linearly with
scene exposure. (Sometimes systems use non-
linear mappings of pixel code values for data
compression and storage considerations. You
want to make sure all that is turned off.) 

Now, you display a full-color image of the
color test chart on the monitor. You next use

a device called a colorimeter to directly mea-
sure the tristimulus values of the color patch-
es on your video screen. (A colorimeter makes
all the appropriate measurements and calcu-
lations for you. How convenient!) With the
XYZ values of the monitor image in hand, you
use the colorimeter to measure the tristimulus
values of the original color test chart. 

You now have all the data you need to per-
form your color calibration. Next you need to
determine how to modify your interpolated
image so that when you display it on the CRT,
the colors on the screen will match the colors
on the test chart. The most popular mathe-
matical route for doing this is with 3 × 3
matrix multiplies.

Our goal will be to calculate a 3 × 3 matrix,
M
––

INTP→CAL, that will convert the RGB values
from your interpolated image (which we’ll call
RINTP) into color-calibrated RGB values (which
we’ll call RCAL), ready for use with your CRT.

You begin by temporarily splitting this 3 ×
3 matrix multiplication

into two matrix multiplications:

,

You first determine M
––

INTP→CAL from the sec-
ond of the matrix equations. Knowing the
XYZ values measured from the CRT and the
interpolated RGB values, you can determine
the matrix coefficients through linear regres-
sion. (If you are lucky enough to have a color
scientist at your disposal, he or she can ana-
lytically calculate this matrix from the white-
point and phosphor chromaticities of your
monitor.)

Now, using the first matrix equation and
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the matrix inverse of your newly determined
M
––

INTP→CRT, you calculate the color-calibrated
RGB values corresponding to the XYZ values
you measured from the test chart. The result
is a set of color-calibrated RGB values that
correspond to the original CFA-interpolated
RGB values. Using linear regression once
again, you can calculate your desired matrix,
M
––

INTP→CAL.
This entire color calibration is based on 3 ×

3 matrices. However, there is nothing to say you
cannot use larger matrices. In some cases, larg-
er matrices may yield better accuracy. For exam-
ple, instead of the simple 3 × 3 M

––
INTP→CAL, you

might want to calculate a 3 × 6 matrix:

You can add as many terms as you wish into
the calculation. For greater flexibility, you can
use three-dimensional lookup tables to imple-
ment the calculation.8 However, this does add
to the complexity.

Revisiting the CFA
Wow! We have come a long way from our

discussion of CFAs. Now that you have seen
how to manipulate CFA data and what some
of the pitfalls are, we can talk about picking
(or designing) the right CFA for your system.

Several factors influence the CFA’s design.
First, the individual CFA filters are usually lay-
ers of transmissive organic or pigment dyes.
Manufacturing concerns usually limit the
choice of dyes. So if you decide for some rea-
son that you want a light purple pixel in your
array, you’d better check whether your detec-
tor manufacturer can meet this specification.
Ensuring that the dyes have the right mechan-
ical properties—such as ease of application,
durability, and resistance to humidity and
other atmospheric stresses—is a challenging
task. This makes it difficult, at best, to fine-
tune the spectral responsivities.

Given a basic set of CFA dyes, such as cyan,
magenta, and yellow, you must still choose
what colors to create. For example, you can

make cyan, magenta, and yellow pixels. Or
you can make red by layering magenta and
yellow, green by layering cyan and yellow, and
blue by layering cyan and magenta. If you
make these RGB pixels, light must now go
through two layers of dye before reaching the
pixel’s silicon. As a result, your system is less
sensitive to light than if you used cyan,
magenta, and yellow pixels. So, light sensitiv-
ity is an important trade-off.

Having decided on your colors, you then
decide how to arrange them within the array.
There are several things to think about. First,
how will your luminance channel be inter-
polated? You would like to use a method that
produces as little blurring of the luminance
record as possible. If you use a linear convo-
lution, try to make the required convolution
kernel as small as possible in size—for exam-
ple, 2 × 2, 1 × 3, or 1 × 2. If you are using an
adaptive strategy, do you wish to consider
luminance data in each direction—diagonal-
ly as well as horizontally and vertically? Of
course, you have to ask how much comput-
ing power you will have at your disposal and
how much time you are allowed to complete
the calculations on each image. All these con-
siderations will feed into the design process
for your CFA pattern. By the way, as you
make decisions, you will have to check con-
stantly with your sensor manufacturer,
because not every arrangement of colors may
be practical.

Horses of different colors: 
Color-processing sideshows

While the CFA and the color calibration
are the players on the center stage of a digital
camera’s color-processing chain, there are
many important sideshows that can make or
break an engineering job. Three of the most
important are antialiasing, infrared rejection,
and white-point correction.

Aliasing
This phenomenon occurs when you try to

capture a spatial frequency that is finer than
what the spacing between pixels in the sensor
can support. Examples of real-world high-fre-
quency patterns that can give a digital camera
heartburn are fine decorative patterns in cloth-
ing (like tweeds) and picket fences in the dis-
tance. (At this point we are talking about the
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image projected onto the CFA, not the orig-
inal scene.) If you do not take preventative
actions, low-frequency moiré patterns will
show up in the region containing the high-
frequency information. Figure 9 shows a com-
puter-generated version of this phenomenon.

One important problem with aliasing is
that it messes with the CFA interpolation
algorithm and can cause catastrophic failures
with the interpolation process. This is espe-
cially problematic when the aliasing occurs
only in one or two of the color channels. The
solution is to incorporate an antialiasing fil-

ter into the optical chain. You place this, not
too surprisingly, in the position marked filter
in Figure 2. The primary purpose of the
antialiasing filter is to exclude, usually by blur-
ring, the high spatial frequencies that would
show up as moiré patterns in the final image.
You can exploit several optical phenomena to
create this kind of filter. Two of the more com-
mon are polarization and phase delay.

With an antialiasing filter based on polar-
ization,9 you orient two or more pieces of bire-
fringent material, such as quartz or calcite, to
split an incoming light beam into several out-
going beams, directing each beam to a differ-
ent pixel. The classic example is the one-to-four
split. Figure 10a shows the location of the orig-
inal beam of light before striking the first piece
of birefringent material. Figure 10b shows that
in passing through the first piece of birefrin-
gent material, one beam of light is split into
two beams of light. (Physicists would call these
the ordinary and extraordinary rays, but we’ll
refrain from an optics lecture.) The second
piece of birefringent material splits each of these
two beams again (Figure 10c) to produce four
beams of light. 

Figure 10d is a side view of this process.
Usually, for a CFA such as the RGB pattern
of Figure 3, you adjust the thickness of each
layer and the spacing between the layers so
that the four beams of light fall on four adja-
cent pixels. This provides a reasonable amount
of high-frequency blur to reduce most of the
aliasing without blurring the entire image
unacceptably. There are many ways to make
these kinds of polarization-based antialiasing
filters, usually by using different numbers of
layers and different kinds of birefringent mate-
rials. One of the biggest drawbacks of this
approach is that optical-grade birefringent
material is expensive. Hence, it would be a
costly addition to your parts list.

Antialiasing filters based on phase delay are
a different kind of beast. Here, you etch a pat-
tern into the surface of a single piece of opti-
cal material to cause some light in the image
to pass through a slightly thicker portion of
the filter than the rest.10 As a result, the light
that passes through more filter material suf-
fers a phase delay and begins to interfere with
the light taking the other path. By adjusting
the amount of the phase delay, you can cause
higher spatial frequencies to disappear from
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Figure 9. Bull’s-eye (a) and two overlapping bull’s-eyes with moiré patterns (b).
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Figure 10. Example of a one-to-four beam-splitting, antialiasing filter. A sin-
gle beam (a) before the filter is split into two beams (b) by the first birefrin-
gent layer and then into four beams (c) by the second birefringent layer. The
full light path (d) in profile. 
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your image long before the lower spatial fre-
quencies do. 

Figure 11 shows such an antialiasing filter;
it has tiny disks etched into the surface. The
disks are randomly placed and have random
diameters. It is possible to vary the heights of
the disks, too. Also, there’s nothing sacred
about disks; you can use virtually any pattern.
An advantage of phase-delay filters is that they
are relatively inexpensive to make. A disad-
vantage is that they can act like diffraction
gratings if you do not choose your pattern
parameters wisely. A diffraction grating in
your optical path will almost guarantee an
unusable image!

Infrared rejection
IR rejection is important to have in your

optical path, because most CFA dyes transmit
light beyond 700 nm. While you will not see
any light beyond 700 nm or so, your silicon
detector may be very sensitive at these wave-
lengths. If the human visual system disregards
the information at these wavelengths, it is a
good bet that your digital camera should, too,
if you want to represent the world as your eye
sees it. IR filters fall into two general cate-
gories, depending on whether they use reflec-
tion or absorption.

If you coat an optical surface with several
layers of carefully chosen dielectric materials,
you can create what is known as a hot mirror.
(The optical surface could be a surface on your
camera lens or a separate slab of optical mate-
rial placed somewhere in the optical path
before your CFA.) A hot mirror will transmit
any light below its cutoff wavelength (usual-
ly in the 600- to 700-nm range) and reflect
the higher wavelengths. It is called a hot mir-
ror because this reflected, infrared energy is
also heat energy. (Yes, a cold mirror does the
exact opposite, transmitting the IR and
reflecting the visual, but it really does not have
an application in digital cameras.) Placing a
hot mirror in your optical path will help pre-
vent weird color shifts when taking a photo
of materials with high reflectances in the
infrared, such as some flowers and many black
dyes used in clothing.

You can achieve the same result with a fil-
ter made of an optical material that absorbs
infrared radiation. These kinds of filters typ-
ically are light blue or light green in color.

They work just fine unless they absorb too
much heat all at once. If they are exposed to
too much IR without proper cooling, they can
crack or shatter. For this reason, some digital
camera manufacturers prefer a hot mirror
solution.

White-point correction
This is something we take for granted in

our human visual systems. Suppose you take
a white piece of paper from the fluorescent
lighting of your office to the daylight of the
parking lot, and then home to the incandes-
cent lighting of your living room. You will
continually see the white paper as being white.
If you take pictures of that same piece of paper
with your digital camera under the three light-
ing conditions, none of these images will look
truly white. Also, the pictures taken under flu-
orescent and incandescent lights look, accord-
ingly, greenish and yellowish compared to the
daylight picture. 

Your human visual system constantly adapts
to the current source of light and makes adjust-
ments so that objects you know to be white
continue to appear white. You have to build
the same type of mechanism into your digital-
camera image-processing path, or whites (and
all the rest of the colors) will never appear right
except under the exact lighting conditions used
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Figure 11. Typical phase-delay antialiasing filter.
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during your color calibration operation.
There are two general strategies for mak-

ing white-point corrections in digital cam-
eras. The simple one is to perform a fixed
white-point correction. To do this, you sim-
ply capture an image of a white or light gray
color patch under each kind of illuminant
you wish to support. A typical set might be
daylight, fluorescent, tungsten (incandes-
cent), and flash. (Most flashes approximate
daylight, so this last entry might be redun-
dant.) You determine the average code value
for each of your color channels from each
image, assuming you have first transformed
the data to be linear with scene exposure. You
then calculate the ratio between each color
channel and the reference color channel (usu-
ally the green one) and store the ratio in a
table for future use. A user capturing an
image specifies to the image-processing soft-
ware which illuminant the image was cap-
tured under. The software retrieves the
appropriate set of color channel ratios from
the table and applies them to the image. 

As a numeric example, let’s assume that you
captured a gray chart under tungsten illumi-
nation and got the average code values of 153
for red, 120 for green, and 100 for blue. You
store the ratios red/green (1.28) and
blue/green (0.83) in your table under tung-
sten. Now you capture a picture of that white
piece of paper under incandescent lighting.
Let’s say a typical pixel in that white sheet of

paper comes out to be 210 for red, 166 for
green, and 132 for blue. You divide the red
value by your stored red/green value and the
blue value by your stored blue/green value.
The result is 164 for red, 166 for green, and
159 for blue. These numbers aren’t perfect
because the lighting in your house is not iden-
tical to that in the calibration lab. However,
the paper will certainly look a whole lot whiter
after white-point correction than it did before!
You would apply this same set of calculations
for each pixel in the image, dividing each red
value by 1.28 and each blue value by 0.83.

Sometimes, however, a fixed white-point
correction does not meet your needs. Maybe
you do not know what illuminant was used,
or maybe no illuminant in the table provides
a close enough match. Or maybe you don’t
want the camera user to have to bother mak-
ing this specification. In that case, you can
perform an automatic white-point correction.
This can be a very complex calculation that
begins to resemble a neural network in its
extreme implementation. (How do you think
the human visual system does it?) 

One of the simplest and most useful
assumptions to make at this point is the Gray
World Theory: The set of all the visual scenes
in the world integrate to gray. The most direct
(and not very good) way to apply this theory
to make an automatic white-point correction
is to take your image and calculate its average
code value for each color channel. From these
average code values, you can calculate ratios
between each color channel and a reference
color channel. (Again, green is the most com-
mon choice for the reference channel.) You
then use these ratios to correct your image,
just as you used the ratios stored in your table
for fixed white-point correction. The prob-
lem, of course, is that group shot you just took
of your office buddies with everyone wearing
bright green because it’s St. Patrick’s Day! The
chances of that image averaging to gray are
about nil. So what do you do? Here you start
significantly expanding the complexity of your
white-point correction algorithm. 

You can start by identifying and throwing
out brightly colored pixels from your averag-
ing calculation. The hard part about this is
defining the boundary between the colors you
want to keep and the ones you want to
exclude. You might also want to make some
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Figure 12. Kodak Professional DCS 315 digital
camera.
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educated guesses about what the illuminant
was at the time of capture. If the scene is rel-
atively dim, it is more likely an indoor (fluo-
rescent or incandescent) shot. A bright image
is probably an outdoor (daylight) shot. If the
average channel values seem to be on the red-
dish side, maybe the image was taken under
incandescent lighting. Of course, if the flash
went off and you recorded that fact when you
stored your image data, you know what the
illuminant was! You can take all these guesses
and inferences and assign probabilities to
them and use these probabilities as weights to
create a composite set of color correction
ratios from your table of fixed illuminant color
correction values.

Here is one last thought to ponder on white-
point correction. If you can determine that your
scene was shot during sunset—or that the scene
was the sunset—you might not want to make
much white-point correction, if any. Leaving
the image looking “warm” could be exactly what
the photographer wanted. After all, isn’t that
what the human visual system does?

Putting together the colors of the rainbow
We’ve gone through the major steps in color

processing that go into a finished digital-cam-
era image. So how can a real camera orches-
trate all these steps? One interesting example
to examine is the Kodak Professional DCS
315 digital camera, shown in Figure 12.11 It
gives the user two ways to perform color pro-
cessing: in the camera or using the provided
software on the user’s computer after the
unprocessed images have been downloaded.

If the user chooses to have the camera
process the color, the internal firmware per-
forms an adaptive CFA interpolation, auto-
matic white-point and exposure correction,
and color calibration. It finishes by produc-
ing a JPEG-compressed image. 

A user who decides to have the host com-
puter perform color processing has more
options. Instead of automatic white-point cor-
rection, the user may choose fixed white-point
correction and select the appropriate illumi-
nant. Alternatively, the user can even perform
a click-balance by pointing to a white or gray
region in the image and letting the software
calculate the appropriate correction factors
from that area. The user may also forgo the
JPEG compression step.

At this point, we can emphatically restate
that digital cameras are fun! Next time

you press the button and see the results right
away, think of all the processing that went into
producing that great-looking image. With
future research, digital-camera color process-
ing will produce even better images. New CFA
patterns and better image-processing algo-
rithms will let digital cameras reproduce col-
ors more accurately while reducing the
visibility of noise. And the computation time
to produce the image will shrink still further.
Why, even the Wizard of Oz himself would
be proud of a trick like that! MICRO
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COMING IN 
JANUARY-FEBRUARY 1999

Special Issue on the 1998 Hot Inter-
connects Symposium

IEEE Micro will feature selected arti-
cles from the presentations at the 1998
Hot Interconnects Symposium. Guest
Editors Nick McKeown (Stanford Univ.)
and Chase Bailey (Cisco Systems) select-
ed the following papers to be rewritten
and reviewed for publication in Micro:

✓ Simultaneous Bidirectional Trans-
ceiver Logic for a 26.8-Gbps Cross-
bar Switch (K. Ishibashi and
colleagues, Hitachi)

✓ Designing and Implementing a Fast
Crossbar Scheduler (Pankaj Gupta
and Nick McKeown, Stanford
Univ.)

✓ Atlas I: A Single-Chip ATM Switch
with Backpressure (G. Kornaros and
colleagues (FORTH and the Univ.
of Crete)

✓ Using NUMA Interconnects for
Highly Available Filers (S. Kleiman
and colleagues, Network Appliance,
Inc., and Oracle)

✓ Detour: Informed Internet Routing
and Transport (S. Savage and col-
leagues (Univ. of Washington, Seattle)

Plus

✓ More from the September-October
1998 issue on Embedded Fault-Tol-
erant Systems: 
System Verification Using Multilevel
Concurrent Simulation (K. Lentz, J.
Heller, and P. Montessoro, Tufts
Univ.)

Be sure to read the 
January-February 1999 issue of 

.


